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Distributed Space—Time-Coded Protocols
for Exploiting Cooperative Diversity
INn Wireless Networks

J. Nicholas Lanemamember, IEEEand Gregory W. WornellSenior Member, IEEE

Abstract—We develop and analyze space—time coded cooper-model [1] and examines the problem of creating and exploiting
ative diversity protocols for combating multipath fading across space diversity using a collection of distributed antennas be-
multiple protocol layers in a wireless network. The protocols |oqging to multiple users, each with their own information to

exploit spatial diversity available among a collection of distributed t it Wi fer to this f f di ity
terminals that relay messages for one another in such a manner ransmit. Vve reter to this torm of space diversity @opera-

that the destination terminal can average the fading, even though tive querSitY(Cf- user cooperation diversityf [2]) because the
it is unknown a priori which terminals will be involved. In terminals share their antennas and other resources to create a

particular, a source initiates transmission to its destination, and “yjrtyal array” through distributed transmission and signal pro-
many relays potentially receive the transmission. Those terminals cessing

that can fully decode the transmission utilize a space-time code . . . .
to cooperatively relay to the destination. We demonstrate that In [3], [4], we deveI(_)p various cooperative dlver_5|ty algo-_
these protocols achieve full spatial diversity in the number of rithms for a pair of terminals based upon relays amplifying their

cooperating terminals, not just the number of decoding relays, received signals or fully decoding and repeating information.

and can be used effectively for higher spectral efficiencies than \we refer to these algorithms asnplify-and-forwardand de-
repetition-based schemes. We discuss issues related to space—tim . .
code design for these protocols, emphasizing codes that read”ygode-and-forwardrespectlvely. In this paper, we extend these

allow for appealing distributed versions. algorithms to combat multipath fading in larger networks. Full
Index Terms—Diversity techniques, fading channels, outage spatial diversity benefits of thegepetition-based cooperative

probability, relay channel, user cooperation, wireless networks.  diversity algorithmsas we refer to them throughout this paper,
come at a price of decreasing bandwidth efficiency with the
number of cooperating terminals, because each relay requires
|. INTRODUCTION its own subchannel for repetition. As in [3], [4], limited feed-
N wireless networks, signal fading arising from multipatfpack from the destination terminal provides one means of over-
propagation is a particularly severe form of interference the@ming such bandwidth inefficiencies, but we do not repeat the
can be mitigated through the usediVersity—transmission of analysis here. Instead, we develop in this paper an alternative
redundant signals over essentially independent channel real@gproach to improving bandwidth efficiency of the algorithms
tions in conjunction with suitable receiver combining to averadesed upon space—time codes that allow all relays to transmit
the channel effects. Space, or multiple-antenna, diversity te¢t the same subchannel. Requiring more computational com-
niques are particularly attractive as they can be readily coiexity in the terminals, we will see thespace—time-coded
bined with other forms of diversity, e.g., time and frequency déooperative diversity algorithmalso offer full spatial diversity
versity, and still offer dramatic performance gains when othenefits without requiring feedback. Both repetition-based and
forms of diversity are unavailable. In contrast to the more cofpace-time-coded cooperative diversity are amenable to dis-
ventional forms of single-user space diversity with physical afributed implementation.
rays—co-located antenna elements connected via high-bandwe consider a wireless network with a set of transmitting ter-
width cabling—this work builds upon the classical relay channaiinals denoted\t = {1, 2, ..., m}. Each transmitting source
terminals € M has information to transmit to a single desti-
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O Il. SYSTEM MODEL
®- y This section highlights the system model that we employ to

\\\\1.\\ develop extensions of the repetition-based algorithms in [3],

#

/;/ @ [4] as well as the space—time-coded cooperative diversity al-
\ 0) O gorithms. Differences between the model employed here and
the one employed in [3], [4] include a larger number of ter-
minals and different medium-access control protocols for rep-
etition-based and space—time-coded cooperative diversity. As a

. i o i result, in this section, we only summarize the fundamental ele-
Fig. 1. [lllustration of the two phases of repetition-based and space—tlme—code& ’ ! y

cooperative diversity algorithms. In the first phase, the source broadcasts tof€NtS Of the system model.
destination as well as potential relays. Decoding relays are shaded. Inthe secordlarrow-band transmissions suffer the effects of frequency

phase, the decoding relays either repeat on orthogonal subchannels or utiligiaselective Rayleigh fading and additive white Gaussian noise
space—time code to simultaneously transmit to the destination. . .. . .
(AWGN). We consider the scenario in which the receivers can
accurately measure the realized fading coefficients in their re-
with the results of [3], [4], the analysis can be extended to arveived signals, but the transmitters either do not possess or do
plify-and-forward, for which similar performance characterisaot exploit knowledge of the realized fading coefficients. As in
tics can be obtained. [3], [4], we focus on the case of slow fading and measure perfor-
Both classes of algorithms consist of two transmissiomance by outage probability to isolate the benefits of space di-
phases, as in [3], [4]. Fig. 1 illustrates these two phases, arefsity. We utilize a baseband-equivalent, discrete-time channel
allows us to point out the similarities and differences betweenodel for the continuous-time channel.
the algorithms. In the first phase, the source broadcasts to its
destination _and all potential relays. During the seconq phq&_e Medium-Access Control
of the algorithms, the other terminals relay to the destination,
either on orthogonal subchannels in the case of repetition-base&or medium-access control, terminals transmit on essentially
cooperative diversity, or simultaneously on the same subrthogonal channels asin many current wireless networks. As a
channel in the case of space—time-coded cooperative diversitaseline for comparison, Fig. 2 illustrates example channel al-

To summarize our results, we show the outage probabiligcations for noncooperative transmission, in which each trans-
performance of repetition-based cooperative diversity decdyéting terminal utilizes a fraction /m of the total degrees of
asymptotically in SNR proportional to 1/SNR™(1~mxexm) — freedom in the channel.
where SNR corresponds to the average signal-to-noise ratio For cooperative diversity transmission, the medium-access
(SNR) between terminals, afid< R, < 1/m corresponds control protocol also manages orthogonal relaying to ensure that
to a suitably-normalized spectral efficiency of the protocol. Iterminals satisfy the half-duplex constraint and do not transmit
this context, full diversity refers to the fact that,®s,.., — 0, and receive simultaneously on the same subchannel. Note that
the outage probability decays proportional 1gsSNrR™. By these are the same basic restrictions on medium-access con-
contrast, the outage probability performance of noncooperativel protocols described in [3], [4]. We now describe how the
transmission decays asymptotically B&NR(! ~F=emm)  where medium-access control protocol differs under repetition-based
0 < Rporm < 1 is allowed, and ad/SNR aSR,o.m — 0. and space-time-coded cooperative diversity.

Thus, while the outage probability performance of cooperative Fig. 3 illustrates example channel and subchannel allocations
diversity can decay faster, it does so only for sneall...,, in  for repetition-based cooperative diversity, in which relays either
particular, folRporm < 1/(m+1). FOrRyorm > 1/(m+1), the amplify what they receive or fully decode and repeat the source
inherent bandwidth inefficiency of repetition-based cooperatiwignal, as in [3], [4]. In order for the destination to combine these
diversity outweighs the benefits of diversity gains, so thaignals and achieve diversity gains, the repetitions must occur
noncooperative transmission is preferable in this regime.  on essentially orthogonal subchannels. For simplicity, Fig. 3

Of course, there are more general forms of decode-and-fehows channel allocations for different source terminals across
ward transmission than repetition, just as there are more gémequency, and subchannel allocations for different relays across
eral forms of space—time codes. Space—-time-coded cooperatiwes. More generally, for a given sourgeand destination(s),
transmission leads to schemes for which outage probability pére relaysM — {s} can repeat in any predetermined order. Ar-
formance decays asymptotically agsNr™(1=2*m) Thus, bitrary permutations of these allocations in time and frequency
they a) achieve full spatial diversity order ask,..., — 0, b) do not alter the conclusions to follow, as long as causality is pre-
have larger diversity order than repetition-based algorithms feerved and each of the subchannels contains a fractien of
all R,orm, @and c) are preferable to noncooperative transmissitme total degrees of freedom in the channel. As in noncooper-
if Rporm < (m —1)/(2m —1). Moreover, we will see that theseative transmission, transmission between souraad destina-
protocols may be readily implemented in a distributed fashiotion d(s) utilizes a fractionl /m of the total degrees of freedom
because they-only-require the relaysto.estimate the SNR of thaithe channel. Similarly, each cooperating terminal transmits in
received signals, decode them if the SNR is sufficiently high,fraction1/m of the total degrees of freedom.
re-encode with the appropriate waveform from a space—timeFig. 4 illustrates example channel and subchannel allocations
code, and retransmit in the same subchannel. for space—time-coded cooperative diversity, in which relays
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Fig. 2. Noncooperative medium-access control. Example source allocations amagsmitting terminals across orthogonal frequency channels.
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Fig. 3. Repetition-based medium-access control. Example source channel allocations across frequency and relay subchannel allocatioesfercross tim
repetition-based cooperative diversity amongerminals.
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Fig. 4. Space—time-coded medium-access control. Example channel allocations across frequency andritnenfmitting terminals. For souree D(s)
denotes the set of decoding relays participating in a space—time code during the second phase.

utilize a suitable space—time code in the second phase ahdnnel models. Due to symmetry of the channel allocations,
therefore can transmit simultaneously on the same subchanmad. focus on transmission of a message from sourte its
Again, transmission between sourgeand destinationd(s) destinationd(s) using terminalsM — {s} as relays.

utilizes 1/m of the total degrees of freedom in the channel. During the first phase, each potential relaye M — {s}
However, in contrast to noncooperative transmission and r@peeives
etition-based cooperative diversity transmission, each terminal
employing space—time-coded cooperative diversity transmits in

1/2 the total degrees of free_dom in the chann_el_. Itis importam the appropriate subchannel, whexg[n] is the source
to keep track of these ratios when normalizing power aqpansmitted signal ang,[n] is the received signal at. For

Yr [n] = a5, rXs [’I’L] + z, [n] (1)

bandwidth in the sequel. decode-and-forward transmission, if the SNR is sufficiently
- large forr to decode the source transmission, theserves as
B. Equivalent Channel Models a decoding relay for the sourseso thatr € D(s). Again, for

Under the above orthogonality constraints, we can noamplify-and-forward transmission, we can think Dfs) as
conveniently, and ‘without loss of ‘generality, characterize obeing the entire set of relays for sourgé.e.,D(s) = M —{s}.
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The destination receives signals during both phases. Durisghe SNR without fading. For space—time-coded cooperative

the first phase, we model the received signal(@) as diversity (cf. Fig. 4), the terminals transmit in half the available
degrees of freedom, so the discrete-time power constraint be-
Ya(s)[n] = as, ags)xs[n] + zags) ] () comes2P/m.

: . . I iti NR issi h furth -
in the appropriate subchannel. During the second phase, then addition to SR, transmission schemes are further param

equivalent channel models are different for repetition-based et(cjnzed by the spectral efficiendybits per second per hertz

space-time-coded cooperative diversity. For repetition-ba bdS /Hz) attempted by the transmitting terminals. Note that
P P Y- P roughout this papekr is the transmission rate normalized by

cooperative diversity, the destination receives separate retremse- number of degrees of freedom utilized by each terminal
missions from each of the relays, i.e., fore M — {s}, we

) : under noncooperative transmission, not by the total number of
model the received signal dfs) as d .
egrees of freedom in the channel.

Nominally, one could parameterize the system by the pair
(SNR, R); however, our results lend additional insight when we
in the appropriate subchannel, wheggn| is the transmitted parameterize the system by the p@NR, Ryorm ), Wheré
signal of relayr. For space—time-coded cooperative diversity,

Yas)[1] = ar, ags)xe[n] 4+ zaes) (0] (3)

R

all of the relay transmissions occur in the same subchannel and Ruorm = . (6)
superimpose at the destination, so that log (1 + SNR 0527 d(s))
Yaw[nl = D ar aexen] + g (4) For an AWGN channel with bandwidtf¥/m) and SNR given
reD(s) by SNR o2 Ruorm < 1 is the spectral efficiency normalized

s,d(s)?

by themaximurrachievable spectral efficiency, i.e., channel ca-
acity. In our setting with fading, as we incree@®, the two
g’arameterizations yield tradeoffs between different aspects of

in the appropriate subchannel.
In (1)—(4),a,, ; captures the effects of path loss, shadowin

and frequency nonselective fading, andn] captures the ef- sgstem performance: results undenR, R) exhibit a tradeoff

fsecsttse r(r)lf rﬁgtee'vtehra?g'nsfhznf(; d(?;he::;z;frinc?e(r)]];sln;?:?:;insi;tnotv etween the normalized SNR gain and spectral efficiency of a
y ' . 9 o otocol, while results undéBNR, R, ) exhibit a tradeoff be-
the example time and frequency axes shown in Figs. 2—4.

Ween the diversity order and normaliz ral efficiency of
focus on the scenario in which the fading coefficients are knownee the diversity order and normalized spectral efficiency of a

to, i.e., accurately measured by, the appropriate receivers iétocol [3], [4]. The latter tradeoff, called tlversity—multi-
not fully known to, or not exploited by, the transmitters. Stﬁ% ingtradeoff, was developed originally in the context of mul-

tistically, we modek; ; as zero-mean, independent, circularlyplr_}_anterma systems in {6}, [7].
symmetric complex Gaussian random variables with variances
1/X; j, so that the magnitudds; ;| are Rayleigh distributed
(Ja;, j|* are exponentially distributed with parameter ;) and In this section, we analyze performance of a repetition de-
the phasega;, ; are uniformly distributed of), 27). Further- code-and-forward cooperative diversity algorithm for more than
more, we modet;[n]| as zero-mean mutually independent, cirtwo terminals. Such protocols consist of the source broadcasting
cularly symmetric, complex Gaussian random sequences withtransmission to its destination and potential relays. Potential

I1l. REPETITION-BASED COOPERATIVE DIVERSITY

varianceNg. relays that can decode the transmission become decoding relays
and participate in the second phase of the protocol by repeating
C. Parameterizations the source message on orthogonal subchannels. Although the

Two important parameters of the system are the transmit SNt of decoding relay®(s) is a random set, we will see that
SNR and the spectral efficiendy It is natural to define these pa_protocols of this form offer full spatial diversity in the number
rameters in terms of standard parameters in the continuous-tiph§ooperating terminals, not just the number of decoding relays
channel with noncooperative transmission (cf. Fig. 2) as a bagéuticipating in the second phase. Interestingly, potential relays
line. that cannot decode contribute as much to the performance of

For a continuous-time channel with total bandwiBithnertz  the protocol as the decoding relays, just as in the selection de-
available for transmission, the discrete-time model contdins code-and-forward algorithm developed for two terminals in [3],
two-dimensional symbols per second (2-D/s). If the transmid]- We note that similar high-SNR results can be obtained for
ting terminals have an average power constraint in the caiinplify-and-forward transmission using the appropriate results
tinuous-time channel model df. joules per second (J/s), wein [3]-5].
see that this translates into a discrete-time power constraint of ) B
P = mP,/W J/2-D, since each terminal transmits in a frac® Mutual Information and Outage Probability
tion 1/m of the available degrees of freedom for noncoopera- Since the channel average mutual informatiQp is a func-
tive transmission (cf. Fig. 2) and repetition-based cooperatition of, e.g., the coding scheme, the rule for including potential
diversity (cf. Fig. 3). Thus, the channel model is parameterizeelays into the decoding s&(s), and the fading coefficients
by the SNR random variablesiR|a; ;|?, where of the channel, it too is a random variable. As in [3], [4], the

eventl,., < Rthatthis mutualinformation random variable falls
mP, e

NoW: N Fo ®) Unless otherwise indicated, logarithms in this paper are taken to2base

SNR =
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below some fixed spectral efficiensyis referred to as an outagehowever, nothing prevents us from imposing additional restric-
event, and the probability of an outage evéhi],., < R], isre- tions on the members of the sB{(s). For example, we might

ferred to as the outage probability of the channel [8]. require that a potential relay fully decodad experience a re-
SinceD(s) is a random set, we utilize the total probabilityalized SNR some factor larger than its average, to either the
law and write source, the destination, or both.

Since the realized mutual information betweeandr for
Prlliep <B] = Z(:) Pr[D(s)] Prlliep <R[D(s)]. (7). complex Gaussian codebooks is given by
D(s
1
1) Outage Conditioned on the Decoding S&or repetition —log (1 + swRa,,.|%)
coding, the random codebook at the source is generated ‘”Sﬁaer this rule we have
pendent and identically distributed (i.i.d.) circularly symmetric,
complex Gaussian; each of the relays employs the exact same  Pr[r € D(s)] = Prflas,.|* > (2" — 1)/SNR]
codebook as the source. Conditioned D(s) being the de- = exp[—Aq, (2™ — 1)/SNR].

coding set, the mutual information betweeandd(s) is _ _ _ o
Moreover, since each potential relay makes its decision indepen-

1 ) ) dently under the above restrictions, and the fading coefficients
hep = —log | 1+ SNR|a, 4(s)|” + SNR Y ] are independent in our model, we have
TG'D(S)
(8) Pr[D(s)] = H exp[—As, »(2™* — 1) /SNR]
Thus, Pr{l.ep < R|D(s)] involveg |D(s)| + 1 independent r€D(s)
fading coefficients, so we expect it to decay asymptotically pro- 1— —\. (2™ _ 1)/SNR
portional to1/SNRIP(*)I+1 Indeed, we develop the following X rgl—D[(s)( exp[=As, )/SNR])
high-SNR approximatiop in the Appendix: . e |D(s)| 1
2mE —1
omR _ | |D(s)|+1 ~ |:—:| X H )\s,r- (11)
SNR
Pr[lrep < R|D(S)] ~ |: SNR :| r¢D(s)
1 Note that any selection means by whiet]r € D(s)] ~ 1 and

X As,d(s) H Ar,d(s) X (ID(s)| + 1) ©) (1 — Pr[r € D(s)]) o 1/SNR, for SNR large, independently for
reD(s) eachr, will result in similar asymptotic behavior fdtr[D(s)].
Note that we have expressed (9) in such a way that the first termCombining (9) and (11) into (7), we obtain

captures the dependence ugdir and the second term captures gmR _ 1™
the dependence updn;_ ;}. Pr{lyep < R] ~ [ IR }

More generally, with the channel allocation illustrated in
Fig. 3, the relays could employ independently generated code- X Z As, d(s) X H Ar,d(s) H As,r
books, corresponding to utilizing parallel channels. In this case, D(s) r€D(s) r&D(s)
the mutual information would become a sum of logarithmic 1

e 12)

terms (ID(s)| + 1)!

lpar = 1 Z log (1 + SNR|a,. 4(s)|?) (10) Fig. 5 compares the results of numeric integration of the ac-
tual outage probability to computing the approximation (12),
] ] ) ) for an increasing number of terminals with ; = 1. As the
instead of the log-sumin (8). By Jensen’s inequality, clearly (103syt (12) and Fig. 5 indicate, repetition decode-and-forward
is larger than (8), which means that parallel channel codingdgoperative diversity achieves full spatial diversity of order
more bandwidth efficient than repetition coding, as we mighte number of cooperating terminals, for sufficiently large SNR.

expect. Although the analysis can be extended to the parallg)yever, the SNR loss due to bandwidth inefficiency is expo-
channel case [3], [4], we focus in this paper on repetition codiRgntial insm.

because of its low complexity and on space—time-coded cooper-
ative diversity because it offers even larger mutual informatior8, Convenient Bounds

and therefore enhanced bandwidth efficiency, when compareqNhiIe the approximation given in (12) is quite general and

to (10). . . . can be numerically evaluated to determine performance, it is not
2) Decoding Set If’robablllty:Ngxt, we conglder the term very convenient for further analysis. Its complexity results from

Pr[D(s)], the probability of a particular decoding set. As Onaependence upoph; ;}. In this subsection, we develop upper

rule for selecting from the potential relays, we can require thgﬁd lower bounds férJ (12) that we exploit in the sequel.

a potential relay fully decode the source message in order to pary objective is to simplify the summation in (12). To this

ticipate in the second phase. Indeed, full decoding is re(;1uiredeiHd we note that for a given decoding B¢t), eitherr € D(s)

order for the mutual information expression (8) to be corregf, w,hich case\,. ;. appears in the corresp,onding termin (’12)'

2For aseS, | S| denotes the cardinality of the set. This should not be confus& © & D(s), in which case\, , appears in the corresponding

re{s}uD(s)

with the usual notatiofz| for absolute value of a variable term in (12). We, therefore, define
SThe approximatiorf (SNR) ~ g(SNR) is in the sense of (SNR)/ g(SNR) — _
1 asSNR — oc, Ap = min{ A, qs), A}y Ar = max{A, 4(s), As,rf (13)
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ward cooperative diversity algorithm analyzed in the previous
section, except that all the relays transmit simultaneously on the
same subchannel using a suitable space-time code. Again, we
will see that protocols of this form offer full spatial diversity

in the number of cooperating terminals, not just the number of
decoding relays participating in the second phase. In addition,

0.1 ki

0.01 these algorithms have superior bandwidth efficiency to repeti-
o tion-based algorithms.
o -
9 :
3 0.001 g A. Mutual Information and Outage Probability
a [ As before, we utilize the total probability law to write
0.0001

liie <Rl =) Pr[D(s)]Prllyc <R|D(s)]  (17)
D(s)

and examine each term in the summation.
1) Outage Conditioned on the Decoding S€tonditioned
on D(s) being the decoding set, the mutual information be-

10 L

10—EA....

: : tweens andd(s) for random codebooks generated i.i.d. circu-
0 10 20 30 40 larly symmetric, complex Gaussian at the source and all poten-
SNR (dB) tial relays can be shown to be

Fig. 5. Outage probabilities for repetition-based cooperative diversity. 2 9
Comparison of numeric integration of the outage probability (solid lines) @tc = = log {14+ — SNR|38_,,1(S)|
calculation of the outage probability approximation (12) (dashed lines) versus 2 m

SNR for different network sizes» = 1, 2, ..., 9. Successive solid curves

from left to right at high outage probability correspond to larger networks. 1 2 2
For simplicity of exposition, we have plotted the caserof= 1 b/s/Hz and +§ log | 1+ m SNR Z lar. d(8)| (18)
Ai,; = 1; more generally, the results can be readily updated to incorporate a reD(s)

model of the network geometry. . .
the sum of the mutual informations for two “parallel” channels,

dX, = A, = A Then th duct d dent pne from the source to the destination, and one from the set of
anda, = A s d(x)- TNEN e Product Aependent tPoThe - ing relays to the destination. Agaly[ly.c < RD(s))]
{\i, j} is bounded by
’ involves|D(s)| 4+ 1 independent fading coefficients, so we ex-
A" < iy ] Anaey ] Aer <A™ (14) pect it to decay asymptotically proportional IgsNRIP(*)I+1,
reD(s) r@D(s) We develop the following high-SNR approximation in the Ap-

endix:
where) is the geometric mean of the; and ) is the geometric P D)l 41
mean of the\;, for i € M. We note that the upper and lower Prfle < RID(5)] ~ [ 2% _ 1 ]
bounds in (14) are independent®fs). We also note that the ste 2SNR/m
bounds in (14) coincide, i.e) = ), if, though not only if, < Ay H A\
Ai = A; foralli € M. Viewing ); ; as a measure of distance 5 d(s) D) ™ d(s)
between terminals andj, the class of planar network geome- oR
tries that satisfy this condition are those in which all the relays X Ajp() (27 = 1) (19)
lie with arbitrary spacing along the perpendicular bisector bgere
tween the source and destination. A complete study of the ef- ne1)
fects of network geometry on performance is warranted, butbey () — / w1 —w) S0 (20)
n w, n
yond the scope of this paper. (n=1'Jy  (1+tw)
Substituting (14) into (12), we arrive at the following simpli -andA,(t) = 1. Note that we have expressed (19) in such a way
fied asymptotic bounds for outage probability: that the first term captures the dependence ugitmand the

gmR _ | 1 second term captures the dependence ypon }.
Prllep <R] 2 [W} > DT (15)  2) Decoding Set ProbabilityNext, we consider the term
T D) ) Pr[D(s)], the probability of a particular decoding set. As be-

2mR _ 17" 1 fore, we require that a potential relay fully decode the source
Pr[leep <R] < — > (16) , SOSENE
p SNR/\ (|D(s)] + 1)! message in order to participate in the second phase, a necessary
D(s) condition for the mutual information expression (18) to be cor-
rect.
IV. SPACE-TIME-CODED COOPERATIVE DIVERSITY Since the realized mutual information betweeand r for

In this section, we analyze performance of a decode-and- fI ji-d- complex Gaussian codebooks is given by

ward space—time cooperative diversity algorithm. Such proto- 11 (1 2 SNR 9
cols operate in similar fashion to the repetition decode-and-for- og |1+ £
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under this rule we have 1 s
2% _ | -
Pr[r € D(s)] = Pr ||as.»|> > ——— o
& D= Pr o P> S
0.1 [+
2% —1 E i
=exp|—Asr—| .
! [ o QSNR/m}
. . . L 0.01
Moreover, since each potential relay makes its decision indepe
dently, and the fading coefficients are independent in our mod E .
o] :
we have S 0.001 -
9% _ | "Ct>" E o
Pr[D(s)] = exp|—As p ——— a i
P = 1] p[ S’TzsNR/m} -
r€D(s) 0.0001 k-
22R -1 E o
X 1—exp|—As r ——
H < p[ S”"QSNR/mD -
r&D(s) 1075 |
22R -1 m—|D(s)|-1 E
~ | = X As.r (21
[ZSNR/m} H s (21) -
rgD(s) 107 . ARV VAN .
- . . 0 10 20 30 40
Combining (19) and (21) into (17), we obtain
2% _ 1
Pr[lstc < R] ~ Z As ,d(s) Fig. 6. Outage probability of space-time-coded cooperative diversity.
2SNR/m . T ) o o
Comparison of numeric integration of the outage probability (solid lines) to
calculation of the outage probability approximation (22) (dashed lines) versus
X H )\r d(s) H )\< r SNR for different network sizes: = 1, 2, ..., 9. Successive solid curves
reD(s) r@D(s) from right to left at low outage probability correspond to larger networks.
For simplicity of exposition, we have plotted the caseRot= 1 b/s/Hz and
X A|D(s)|( - 1)~ (22) A:,; = 1; more generally, the results can be readily updated to incorporate a

model of the network geometry.
Fig. 6 compares the results of numeric integration of the ac-
tual outage probability to computing the approximation (22), for i
an increasing number of terminals with ; = 1. As the result C- Practical Issues
(22) and Fig. 6 indicate, space-time-coded cooperative diver4) Space—Time Code DesigThe outage analysis in Sec-
sity achieves full spatial diversity of orden, the number of tion IV relies on a random coding argument, and demonstrates
cooperating terminals, for sufficiently large SNR. In contrast tat full spatial diversity can be achieved using such a rich set
repetition-based algorithms, the SNR loss for space—time-codgfdcodes. In practice, one may wonder whether or not there
cooperative diversity is only linear im. exist space—time codes for which the number of participating
) antennas is not knowa priori and yet full diversity can be
B. Convenient Bounds achieved. More specifically, if we design a space—time code for
Again, although the approximation given in (22) is quit@ maximum ofN transmit antennas, but only a randomly se-
general and can be numerically evaluated to determine perf@eted subset of of those antennas actually transmit, can the
mance, it is not very convenient for further analysis. There agspace—time code offer diversity? It turns out that the class of
two factors contributing to its complexity: dependence updpace—time block codes based upon orthogonal designs [9], [10]
{Xi,j}, and the involved closed-form expression for(¢) asn.  have this property [11]. Essentially, these codes have orthog-
grows. In this subsection, we develop upper and lower bouneisal waveforms emitted from each antenna, corresponding to
for (22) that we exploit in the sequel. columns in a code matrix. Absence of an antenna corresponds
Our objective is to simplify the summation in (22). Theo deletion of a column in the matrix, analogous to that antenna
product dependent upofi\; ;} can again be bounded as inexperiencing a deep fade, but the columns remain orthogonal,
(14). To avoid dealing with (20), we exploit the bounds allowing the code to maintain its residual diversity benefits.
1 1 Thus, space—time-coded cooperative diversity protocols may be
— <A, () < — readily deployed in practice using such codes.
(n+ 1)1 +1) n! We note that there are issues with space—time codes based
Combining (14) and (23) into (22), we arrive at the following/pon orthogonal designs, specifically nonexistence of “rate-
simplified asymptotic bounds for outage probability: one” codes for more than two antennas, limited capacity with
multiple receive antennas, and so forth [9], [10], [12]. On the

(23)

2R_1

other hand, orthogonal designs do offer full diversity benefits

> | - —2R - -
Prilc <B] = [QSNR/(mA)} DZ(:) (D(s )| +1)! @4 given a single receive antenna, which is the scenario of interest
92R in this paper, and have the useful property that they maintain
Pr[lse <R] < [ ] Z (25) full residual diversity benefits as discussed above. It may be
2SNR/ (mA) |D that other practical space-time codes have this property as
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well. Our purpose in adding some discussion on these issuedltilizing the lower and upper bounds (15) and (16) in (27)

is to point out the potential for leveraging existing space—timgelds diversity order

code des_igns as well as to spark interest in code design for Avep(Raorm) = m(1 = mMBnorm) (28)

cooperative problems.
2) Distributed ImplementationGiven a suitably designed for repetition decode-and-forward cooperative diversity. Simi-

space—time code, space-time-coded cooperative diversity lesly, utilizing the lower and upper bounds (24) and (25) in (27)

duces to a simple, distributed network protocol. The netwoykelds upper and lower bounds, respectively, on the diversity

must possess a means for distributing columns from the coaléler

matrix to the terminals, as well as coordinating the medium-ac- m—1

cess control. With these elements in place, when each termiddf1 — ZRaorm) < Ase(Ruorm) < m<1 B {T} 2R“°rm>

transmits its message, the other terminals receive and potentially (29)

decode, requiring only an SNR measurement. If a relay can de- _ ) . )

code, it transmits the information in the second phase using 8¢ SPace-time-coded cooperative diversity. _

column from the space—time code matrix. Because the destinaf'9- 7 compares the diversity exponents, along with the

tion receiver can measure the fading, it can determine which freésponding  tradeoff for noncooperative —transmission,

lays are involved in the second phase and adapt its decoding rafér (uorm) = 1 — Ruorm, from [3], [4]. Both repetition-based

appropriately. Although certainly the terminals could exchang&'d Space-time-coded cooperative diversity offer full diversity

more information in order to adapt power to the network g&? @S Bnorm — 0. Clearly, space-time-coded cooperative

ometry, for example, such overhead is not required in order @ersity offers larger diversity order than repetition-based

obtain full diversity. algo_rlthms and can b?. effectively utilized for higher spectral
One of the key challenges to implementing such protocdidiciencies than repetition-based schemes.

could be block and symbol synchronization of the cooperating

terminals. Such synchronization might be obtained through pe- VI. CONCLUSION

riodic transmission of known synchronization prefixes, as pro- As we have deve|0ped in this paper, Cooperati\/e diVGI’SiW,

posed in current wireless local-area network (LAN) standarggd particularly space—time-coded cooperative diversity, pro-

[13]. A detailed study of issues involved with synchronizatioides an effective way for a collection of wireless terminals to

is beyond the scope of this paper. relay signals for one another in order to exploit spatial diver-
sity in the channel. Extending our earlier results for two co-
V. DIVERSITY—MULTIPLEXING TRADEOFF operating terminals [3], [4], we have analyzed repetition-based

In Sections Il and IV, we parameterize performance by tfd space-time-coded cooperative diversity in nonergodic set-
pair (SN, R). We interpreted the results for fix@hnd growing tings using outage probability as a performance measure. In both

SNR, as is typically done from a communication-theoretic vie\2S€S, we showed how the algorithms provide full spatial diver-

for a fixed-rate system operating over a variety of channel copity In the number of cooperating terminals, and characterized

ditions. Since the mutual information generally increases withe effective coding or SNR gain/loss as a function the interter-
increasingSNR, another possibility is to increagewith SNR. It minal average SNRs. We also characterized the diversity—multi-
turns out that increasing the rate according to plexing tradeoff for these algorithms, and demonstrated the ex-

tent to which space-time-coded cooperative diversity achieves
R = Rporm log (1 + SNRo2 d(s)) (26) higher dive.rs.ity o.rder than repetition-based schemes for larger
' spectral efficiencies.
where0 < R.orm < 1 iS @ constant, leads to an illuminating Cooperative diversity relates to two topics of active research
tradeoff between the reliability with which data can be received resource-efficient wireless communication and networks.
and the ability to transmit more data. This tradeoff as a funErom one perspective, cooperative diversity mimics the per-
tion of R has been called traiversity—multiplexingradeoff formance advantages of multiple-antenna, or multiple-input,
for multiple-antenna systems [6], [7]. In this section, we exnultiple-output (MIMO), systems by exploiting the spatial
tend the diversity—multiplexing tradeoff to repetition-based ariithness of the wireless channel. From another perspective,

space—time-coded cooperative diversity. cooperative diversity corresponds to a particular form of
Specifically, as in [6], [7], we approximate the outage probdetwork coding that explicitly models the multipath fading,
bility as noise, and interference effects of the wireless channel. In either
case, existing insights and code designs can be leveraged and
Pr[l < B] = SNR 4 (Fromm) tailored to the distributed nature of the cooperative problem.

We believe several areas of future research on cooperative
i.e., in the sense of equality to first order in the exponent, whegiersity will be fruitful. First, practical coding schemes can
log be designed, building upon insights obtained from information-
g(Pr[l <R) : T
- (27) theoretic treatments. Some progress toward this objective has
occurred in [14], [15]. Second, algorithms and protocols for
with R given by (26). A tradeoff between diversity and multiforming cooperating groups of terminals will be necessary. The
plexing results because, as we will see, increasing,, de- effects of network geometry on the coding or SNR gain/loss of
creases\. the protocols will be particularly important here. Third, integra-

A Rnorm = 1 T 1 ans\
( ) SNR—o0 log(SNR)
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Fig. 7. Diversity orderA(R,...) for noncooperative transmission, repetition-based cooperative diversity, and space—time-coded cooperative diversity. As
R.orm — 0, all cooperative diversity protocols provide full spatial diversity orderthe number of cooperating terminals. Relative to direct transmission,
space-time-coded cooperative diversity can be effectively utilized for a much broader range.pthan repetition-coded cooperative diversity, especially as

m becomes large.

tion and interaction with higher layer network protocols, such Before proving Claim 1, we note that the exponential distribu-

as routing, can be explored. tion satisfies both requirements (30) and (31). More generally,
however, this result suggests that many of our results hold for
APPENDIX a much larger class of PDFs, and, in particular, depend mainly

HIGH-SNR RESULTS upon properties of the PDFs near the origin.

We gather in this appendix the analytical results for Sec- Proof: Lets, = Y_;_, ug, n < m. Then
tions IlI-A and IV-A, in order to focus the body of the paper
on discussion and interpretation of the results. We begin in sub- m
section A of the appendix by developing a general result about Pr [Z up < €| = Prls,, < ¢
asymptotic properties of the cumulative distribution function k=1
(CDF) of a sum of independent random variables. We then apply e
this result to obtain large-SNR approximations for repetition de- = / Ps,, (8) ds (33)
code-and-forward cooperative diversity in subsection B and for 70

space—time-coded cooperative diversity in subsection C of the !
appendix. =e [ ps,(ew)dw (34)
0

A. The Basic Result where the last equality results from the change of variables
Both of the arguments later in this appendix rely upon the fols = s/e. Thus, it is sufficient for us to compute the limit
lowing result, which is a generalization of [4, Fact 2] to several

1
random variables with fairly general probability density func- lim 1 / ps. (ew) duw. (35)
tions (PDFs). e—0 e(m=1) [ &5m
Claim 1: Letuy, k=1, 2, ..., m, be positive, independent To lower-bound thdim inf, we exploit Fatou’s lemma [16]
random variables with to obtain
liminf p,, (eu) > A (30) 1 1
=0 liminf ———— [ ps, (ew)dw
and e—0 ¢e(m—1) Jo Sm
DPuy, (€u) < Ak (31) 1 o 1
lim N Pr Z up < ¢l = L H b (32) Now,sp, = Sm—1+ Um, and by independence thg PDFsg;is
ney p mt the convolution of the PDFs &f,,_; andu,,,. Specifically, since
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u,, is positive, we have Together with the fact that, in genetah inf < lim sup, (41),
s and (45) yield the desired result (32). O
pon ()= [ e s =P, (1)
J0

B. Repetition Decode-and-Forward Cooperative Diversity

1
= 3/ Ds,, 1 (8(1 — y))pu,, (sy) dy (37) In this subsection, we utilize the result of Claim 1 to obtain a
0 largeSNR approximation foPr[l.., < R|D(s)], the conditional
where the last equality results from the change of variablg§iage probability for repetition decode-and-forward coopera-

y =r/s. tive diversity for sources given a set of decoding relag®(s).
Letting As in (8), I ep is of the form
1
A (w) = liminf ——— ps, (ew) (38) 1 m
o =0 elm=1) = lep = — log | 1+ SNRS uj (46)
substituting into (37), and again exploiting Fatou’s lemma, we m 1

obtain the recursion whereu,, are independent exponential random variables with

1
Ay (w) = liminf =y P (ew) dw parameters,, k =1, 2, ..., m.

H(l) € After some algebraic manipulations, the outage probability
>w liminf —— 1 P (ew(1 —y)) reduces to exactly the same form as in Claim 1
- 0 e—0  ¢(m e(m—2) Fsm—1 .

{hmmfpum (ewy)} dy Pr{l,ep < R|D(s)] = Pr [Z ug < € 47)

e—0 1 k=1
> Apw / Am—1)(w(1 —y)) dy (39) withe= (2™ —1)/SNR — 0 asSNR — oo. Thus, Claim 1 and
0

continuity yield the approximation
where the last inequality follows from (30) and substitution of

Am_1)(w(1—y)). Beginning withA; (w) > A; from (30), the 2™ — 11" 1 1
(m—1)(W Pr(l,ep < R[D(5)] ~ — 48
recursion (39) yields Hleep < RID(5)] SNR H (48)

1
Ap(w) > tm—1)!

As a result, (36) with (38) and (40) yields

w™=D H Ae. (40) for large SNR.
k=

C. Space-Time-Coded Cooperative Diversity

In this subsection, we compute a largiéR approximation
hmlnf —Pr [sm < €] > — H An. (41) for Pr[ls?C < R|D(s)], the cqnditi.onal'outage pro_bability for
space—time-coded cooperative diversity for sourgezen a set

To upper-bound théim sup, we obtaln a recursive upperOf decoding relayD(s). As in (18),1s. is of the form

bound for the PDF 0of,,, similar to the lower bound developed 1 9 m—1
lste = = log <1 + — SNR um> —log

above. Specifically, letting 1+ — 2 SR > uk
k=1

B,.(w, €) = ps,, (cw) (42) (49)
we have ) where againu;, are independent exponential random variables
Blw, ) =ew [ o, (cw(1 = )pu, (cwg)dy Wi parameters k = 1,2, ... m.
0 Let
1
< e/\mw/ Br—1(w(l —vy), €)dy (43) mol
0 Sm—-1 = Z U

where the equality comes from the convolution (37), and the
inequality follows from (31) and substitution @f,, . (w(1 — , _ (22 — 1), ande = (22* — 1)/(2SNR/m). Then
y)). Beginning withB; (w, €) < A; from (31), (43) yields an Pl Rl’)
upper bound very similar to the lower bound in (40), namely tllste <R[D(s)] )
(1) (m1) 1 m =Pr [um +Sm_1+ o SNRUmSm—_1 < e}
Bp(w, €) <™ VM ——0o || A (44)
(m —1)! kl;[l

"€ €—5
= Pr |:Um < —:| P 77171(8) ds
Then /0 1 1+ (2SNR/m)s | *~
1—w)
1 ! - el —w)
limsgp D) / Ds,, (ew) dw 6/0 Pr [um < 1+ tw } Pom - (€w) dw
€— J0 1
1 1 _ _ _ (1 —w)
< lim sup m/ Binw, €) dw - 6/0 [1 exp( Am 1+ tw Psy,— (€w) duw. (50)
=0 0 Note the penultimate equality in (50) follows from the change
< L' H L. (45) of yariabIeSw = s/e, and the last equality follows from substi-
e W tuting the CDF foru,, .
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We now compute the limit

1
hII(l) — Prllsec < R|D(s)]
€E— €

1 - T1—w
- - (m—2)
(m—2)!kl];)\m/0 [l—l-tw}w dw(51)

that, along with continuity, provides the lar§&R approxima-
tion

2R _11™ 1 "
1A
28NR/m | (m —2)! P

Pr[lsse < R|D(s)] ~ [

1—w

To lower-bound théim inf, we exploit Fatou’'s lemma in (50)

to obtain

liminf - Pr(luc < RID(s)]
€E— €

1 p—
> / {liminf l |:1 — exp<—,\m M)} }
o L 0 ¢ 1+ tw

1
. {lim inf “m=2) Pon (ew)} dw

e—0

1—w

_ /01 A {m} A1 () duw

1 ” 1 —w
> - i (m=2)
= (m—2)! kllll)\k ,/0 L-I—tw} v dw (53)

2425

where the first inequality follows from substitution of
B,—1(w, €) from (42), the second inequality follows from
the fact thatl — exp(—z) < z for all x > 0, and the third
inequality follows from the result (44) in Claim 1.

Taken together with the fact thAtn inf < lim sup, (53) and
(54) yield the desired result (51).

(1]

[2

3

(4]

(3]

[6

(8]

where the first equality follows from properties of exponentials [9]
and substitution oft,,, 1 (w) from (38), and the second equality

follows from the result (40) in the proof of Claim 1.
To upper-bound thém sup, we derive

1
lim sup — Pr[ls¢c < R|D(s)]
0o €

! €(l —w)
Zl1 = Ay ————2
A (o))
1
. {6(’”—_2) Bp—1(w, e)} dw
1 T oy
Slimsup/ {)\m M }
e—0 0 _1—|—tw_
1
. {6(7”—_2) Bm—1(w, e)} dw
1 Tl —
Slimsup/ {)\m M }
e—0 0 _1—|—tw_

m—1
1
(m=2)
(m —2)1 w H A p dw

k=1

! O TA=w)] g
_—(m—Z)!kl;[lAk/o [—l—l—tw}w Ddw  (54)

< limsup

e—0

[10]

[11]

(12]

(13]

[14]

[15]

[16]
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